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Abstract

ABSTRACT

This report is the third {(n a series of Annual Reports
describing the research performed by Stanford Research Institute
to provide the technology that will allow speech understanding
systems to be designed and {mplemented for a variety of different
task domains ani environmental constraints, The current work {is
being carried out cooperatively vwith the System Development
Corporation, which s responsible tor signal processing,

acoustics, phonetics, &and Phonology,

Following an Introduction and Overview, separate sections
describe {n detail the Definiticn System, the Parsing System, the
Language Definition, Semantics, and Discourse Analysis and
Pragmatics, )Appendix A contains a 1listing of the language
currently defined in the speech understanding system, Appendix B

1ists the reports and publications issued ry the project statt,
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I INTRODUCTION AND OVERVIEW

Prepared by Donald E, Walker
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A, Introduction 3

:

1, Project Objectives .

N

This report is the third {n a series of Annual Reports R

describing the resaarch performed by Stanford Research Institute i

(S8RI) on the developnent of a speech understanding system capable »

of engaging a human operator in a conversation about a specific 3

A task domain.({1) This project isr part of a fiveeyear program of ?
i research sponsored by the Information Processing Techniques Ogfice g
. s
?5? of the Defense Advarced Research Projects Agency,(2) E
N A
é&: U
el .
?! (T YT Y . . —
o (1) Sse Walker (1973a) and Walker (1974a), Referances are 1isted v
e in Section VII, at the end of the report, i
._:\_4," . ':
f*}; {2) The rationale for this program and the parameters for the %

T target system can be found in Newell et al, (1973),
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The long term Objective of the research at SRI on speech

understanding {s to develop the technology that wi{ll allow speech

understarding systems to be designed and implemented for a wide

variety of different task domains and environmental constraints,

Early in 1974, SRI began to work cooperatively with the S8ystem

Development Corporation (SDC) on the design and implementation ot

a joint system, The first major step tovward the SRI long term

objective 1is completion with SDC of this system in substantial

satisfaction of the specifications presented in the Nevell Report

(1973), We expect to complete by fall 1975 a ‘milestone system’

that will have most of the components required for the “five~year’

system. This Annual Report describes the contributions that have

been made by SRI to the development of this milestone systenm,

2, Baekground

For three and a half vears, SRI has been participating

wi{th other ARPA/IPTO contractors {n a major program of research on

the analysis of continuous speech by computer, During the girst

year of the SRI project, the domain chosen pfovidod interactions

with a si{mulated robot that knew about and could manipulate

various kinds of blocks,[3]) The system implemented during this

Vinograd (1971)

period made major use of procedures developed by
tor understanding sentences i{n natural language entered 25 iext,

[3] For descriptions of these {nitial efforts, see the First
Annual Report for the project (Walker, 1973a), Walker (1973b), and

Paxton and Robinson (1973),
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During the second Year of the project, a nev task domain
vas chosent the assembly and repair of small appliarces, This
change vas made to provide for more complex interactions of a user
vith the system, entailing a sequence of goaledirected subtasks,
Major modifications were made in all parts of the system, the most
important ©of which was the development of a nev parsing

strategy,(4)

SRI began collaborating with SDC on the development of a
system following the Midterm Evaluation of the total ARPA Speech
Understanding Research Program, Because of the similarity of the
design concepts for the two contractors, {t has been possible to
combine features and components of the twWo most recent systems of
each {n building the new system architecture,(S]) Work on signal
processing, acoustics, phonetics, and phonology at 80C s being
coordinated with vwork on parsing, syntax, semantics, pragmatics,
and discourse analysis at SRI, There is shared responsidility for
system design, for the specification of task domains, and for work

on prosodics,

Two task domains have been selected for the duration of

the current five~year programt

(4) See the Second Annyal Report for the project (Walker, 1974a);
also #see Walker (1974b), Paxton (1974), Becker and Poza (197%),
Deutsch (1974), and Robinson (1978), Walker (1973¢) provides a
perspective on the transition ¢from the first to the second
versions of the systen,

{5) For an overviev of the previous SDC efforts and references ¢to
other SDC papers, see Ritea (1974),
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(1) Data management of a file containing {nformatisn
about selected ships from the fleets of the United
States, the Soviet Union, and the United Kingdem,
(2) Maintenance of electromechanical equipment {n a
workstation environment with the system as a computer

consultant,

Since we began working with SDC, most of our activities have
concentrated on the ¢irst domain, but a substantial amount of
effort has gone {nto ensuring the qonorality of our systenm

strycture and {ts appropriateness to the second domlin.

The task domains selected are significantly different {n
kind, Together, they represent the two major kinds of Knoewledge
identified in artificial {ntelligence research: state Kknowledge
and process knowledge, State knowledge captures information about
a static world, all the facts that hold at a particular instant in
time or for all time, Retrieving information from a formatted
file {s a representative task over state Kknovwledge, Process
knowledge embodies a <dynamic model of the {nterrelations among the
elements of a world so that change over time can be handled
directly. Repairing an air compressor or a jeep exemplifies a

relevant task,

The work on the second task domain (s complemented by
the activities of a companion project at SRI that {s developing a
comprehensive ‘computer based consultant’ (CBC) system, (6] That

system s designed to guide a technician {n the msintenance of
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electromechanical equipment in a workstation environment, our

speech understarding system can provide the basis tfor

communication with the computer {n natural language,

B, Overview of the Systenm
1, Introduction

An initial version of the cooperatively developed speech
understanding system Nas been implemented and tested at SDC, The
accustic processing is provided by the Raytheon 704, and the rest
of the system {8 programmed i{n SDC/LISP on the IBM 370/143%, In
addition, the parser and the syntactic, semantic, and discourse
components have been eXercised extensively at SRI on the PDP-i0,
with simulations of the acoustic, phonetic, and phonological
components, These versions of the higher level language
components are programmed in INTERLISP, More extensive testing ot
the total system will be conducted vhen INTERLISP/370 {s available
on the IBM 170/145 and vhen other components are reprogrammed gor
that computer 4n CRISP, a nev programming system now under
development at 8DC, For the milestone system, B8DC will replace
the Raytheon 704 with an acoustic preprocessor consisting of a

PDP=11/40 and an SPSe<41 special purpose digital signal processor,

[ 2 X X X X ]
(6) ARPA Contract KXo, DAHCO04+75C«000%, SRI Project 3808, See
Nilsson et a&al, (1975) for the most recent Annual Report and Hart
(1975) tor an overviev of the project,
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. The tollowinq summary provides a perspective on the
~Frtad f k=,

distinctive characteri{stics of the _SR% Coﬂiiibatibnl to the e
current system, The system control, embedded {n the parser, e
tocuses the operation of the entire system to minimize both
storage requirements and the time spent on incorrect
{nterpretations, A language definition system provides a means
for integrating the various sources of knowledge in the systenm,

The 1language definition ({tself, based on studies of protocols

gathered from actual performances in taskemoriented dialogs,

{ncludes  information from acoustics, Phonetics, Phonology, ;22
prosodics, syntax, semantics, pragmatics, and discourse, A new ;Tv
semantic network representation, which partitions the net into §§E
SPaces, has proved particularly well suited for working with the éﬁ;
two task domains, Discourse procedurez, building on the f?f
semantics, establish a discourse history so that intormation tfrom g};
previous utterances (and, Ultimately, from the task environment) ;ﬁ;
can be used {n the analysis of the current utterance,- iyf%;;
Descriptions of these developments and of the work in progress are ?ﬁg
presented in the rest of this section, These presentations will §£3
serve as an {ntroduction to the sections on the various systenm i:;
components that constitute the major part of this Annual Report, Eﬁi
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2. Status of the System Components
a, System Control

The parsing system ¢oordinstes and controls the
other system components 4in the process of understanding an
utterance, A computationally efficient internal representation ot
the various knowledge sources is established through the language
deti{nition system, providing a uniform way of integrating
different kinds of {nformatfion. The external representation ot
the language detinition i{s described under item 3 below, Words
and phrases can be predicted on the basis of context, and phrases
can be built up from words that have been identified acoustically

{n the utterance,

During the search for a complete {nterpretation ot
the utterance, a complex data structure called a ‘parse net’ {s
built up, The various tasks corresponding to alternative analyses
are assigned priorities and scheduled according both to thedr
estimated value and to a focus of activity that takes into
consideration processing time and currant storage regquirements,
When the performance of a task results {n the prediction of a Word
at a specitied place {in the utterance being processed, various
alternative phonological forms of that word are mapped onto the
acougtic data for that place, and a score denoting the degree ot
correspondence {s returned, SubsequentlY, vhen & phrase

containing that word {s predicted, arother mapping {s done to take

{into account coarticulation effects of the words on each other,
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The parser stops and calls a responset gunction when it has an
{nterpretation for the entire utterance or when {t reaches a
specifiable 1limit either on the number of tasks to be performed,

on the lowest value of a priority it will accept, or on the amount

of space {t can use,

Etticiency has been a major motivating factor in
the design of the parsing and language detinition systens, with
respect both to the effort required by the people vho are entering
data and to the actual computations carried out {nside the
computer, A language definition compller automatically converts
rules as a 1linguist would write them into a form oRtimal tor
machine processing, The parse net brings together work on common
substructures to eliminate duplication of effort. In addition,
the various ways in vhich the same information can be Used 1n
ditferent internal operations are anticipated, and, tor

computational efficiency, separate roprolcntltionl are constructed

that are optimal for each use,

The tvwo elements of system control, the language
definition system and the parsing system, are presented in detail

{n the sections vith those headings,

b, Language Definition

The supset of natural spoken English that the
system {s designed to understand {s specified by the language

definition (LD), T[his component in & question=ansvering systenm is
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usually called a °‘grammar’, but our LD takes into account such a
variety of linquiltlc information that ‘grammar’ does not

adequately encompass it, The LD has two major partst

(1) A collection of basic units, called ‘word
definitions’ (WD), which correspond roughly to words and
together form a lexicon,

(2) A collection of definitions of rules, called
‘composition rule definitions’ (CRD), tor combining

words and phrases {nto larger units,

Each CRD contains statements that assign attributes to the
resulting unit based on available acoustic, phonetic,
phonological, prosodic, syntactic, semantic, pragmatie, or
discourse information, A CRD also contains factor statements that
estabiish how well the resulting unit fits the corresponding part

of the utterance, on the basis of all the determinable attributes,

Since October 1974, the language detinition has
been extended, as well as refi{ned, to adapt {t to the discourse
tound {n protocols collected for the data management task domain
during the summer and fall, (Before that time, it detined a
1anguage ve assumed would be relevant for querying a small data
base dravn from Jane’s Fighting Snips,) Newv definitions were

added for elliptical utterances and ¢gfor 1limited comparative

expressions {(nvolving numbers, Pragmatic tfactors vwere added to

existing d.!lhltiﬂhl to adapt the LD ¢to the hiQh frequency of

WHeinterrogatives and elliptical nonminais, By the end of 1974
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more than 60 phrase types and 30 syntactic categories had been

detined, and the LD had been tested extensively on text and

simulated acoustic input and {n a limited fashion on actual

Acoustic {nput,

Further extensions to the language definition are
being made on the basis of analyses of additional protocols from
both task domains, CRDs are Leing written for additional phrase
tybes that are typical of the discourse required for the tasks and
sufficlently tractable to be put {rito the system and tested {n a
reasonable time, These include definitions for some kinds of
quantification, 1limited coordinatior, relative ~clauses, and
compound nominals, They will be ready for testing by the end of

the current contract,

FEarlier this year, SRI and SDC, together with the
Speech Communication Research Laboratory (SCRL), established a set
of conventions for transcribing protocols from our task domains,
marking pauses (both silent and “filled’), tonic syllables, and
pitch direction, The dats from these transcriptions are being

used to revise the prosodic statements currently in the LD,

Further work on prosodics will be based on our
judgment that the acoustic phenomena promising the most immediate
returns for a prosodic component are silence and duration, The
matrix of acoustic and phonetic data ¢for one of the early
submarine protocols was handmarked to Jlocate pauses and to

1dcnt1£y vord durations, A concordance vas compiled that brought
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: e
; together, in context, all occurrences of sach word and Ppause, in §§§
? order of increasing duration, These data allowed us to nake '%fi
é comparisons and form hypotheses regarding the distribution of E;Ef
E: pauses and, in particular, the correlation of pauses with word iii
P boundaries and vith word duratioens, We are arranging to test i'*‘
é these hypotheses on the next round of protucols from different '%%ﬁj
é‘ speakers, OQur first comparisons support observations reported in :251
? the general literature on prosodics, which indicate that it should ol
E be possible to specify minimal durations for some kinds of werds ﬁ;ﬁ:
i (stressed “‘content’ words) and conditions on lengthening of giﬁi
? unstressed words before pause, -
% We plan to use other acoustic attributes of words ;iﬁ
i to distinguish among a set of words that are pred{cted for a %3i~
5 particular place in the utterance, A preliminary scheme tor ﬁ§§
. classifyiag werds on the basis of strong acoustic clues {n their 3§§f
;! initial and final syllables has been developed, It is now being -“-'-'*;

implemented at SDC and wi{ll be tested during the summer, %ggz

Simulated tests on teXt with and Without this lexical subsetting
%Q capability lead us to expect a signiticant improvement in parsing ﬁf}i
ii efficiency, Adding prosodic cues to the procedure should increase E;EE
Sé its discriminatory pover, Egig
X 5
;! A description of the current state of the language ?T?ﬁ
éi definition and examples of the utterances it can handle are ;g?}
?? presented {n Section IV, The Languege Definition, Appendix A E;ég
C o

- contains a complete 1isting of the language definition in the o §

-
)
0
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format prescribed for actual use {n the speech understanding

system,
C, Semantic Analysis

The semantic component that has been develosped forl

our speech urderstanding sy.tem consists of two major partst

(1) A semantic network coding a model of the task
domain,

(2) A battery of semantic composition routines that are
directly coordinated with the Jlanguage definition to

bui{ld network representations of utterances,

Our semantic nets differ from other network representations ¢{n
that the nodes and arcs of our nets are partitioned into units
called spaces, These spaces group information into kEkundles that
nelp to condense and organize the semantic knowledge base of the
system, Specifically, partitioning facilitates quantification,
which {n turn makes poSsible the description of generalized
categories of objects, situations, and events, The organization
of knowledge in terms of hierarchies of categories results in a
more nconomical storage of i{nformation with properties common to
all elements of each category be{ng stored only once at the
category level, (It remains clear that these properties are

propertiss of the category members and not of the category

itselt,)
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Net partitioning also provides a uniform mechanism ol
for distinguisning nypothetical and {maginary situations from

reality, a property of considerable i{mportance in dealing with

dynamic  don&ins  (such as8 our computer consultant task) iij
characterized by multiplicities of alternative future states, The Yot
gemantic composition routines that form a part of each language ;if
detinition rule call on the information in the network to help §§§

ol L

understand the meaning of each phrase, Qutputs from these

LSl
-

routines are network fragments whose structures ¢follo¥ the sanme

& o

LA P R
RN

y

Doz

3

S

encoding conventions folloved in the encoding of knowledge in the

v

rest of the netvwork,

—
AR

We are currently experimenting with an improved st

")
RAF A I

of network manipulation functions that are more efficient than I

thei{r predecessors and that allow the network to be divided up {n NS

A i
5 PRl o

multiple ways, One of the nev network groupings is being used to

" gl o e 4
.
£ J'Jrn‘l

establish contexts (and hierarchies of contexts) within the net ifi
for use in di{scourse analysis. The revised network functions also Eﬁg
are being integrated into the semantic composition routines in a ;ﬁf
vay that will eliminate both the need ¢for the ‘intermediate ::i
language’ used in our previous work and the need to copy portions ;;g
of the network in cases of ambiguity or uncertainty, 1§§§
Sl

While medifying the semantic composition routines T

to use the revised network manipulation functions, several other
{mprovements are being made as well, Qur present system uses ' E}{

sequences cf code especially 'ritten for each verb to associate S
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surface cases with deep semantic cases., These code sequences are %ﬁ

being replaced by a twoevay case mapper that will {nterpret a ;:

brief statement of case information included with the entry of ;S

each verbelike member of the exicon to map from surface into deep E%f

cases and vice versa, The added ability to map from deep to :f

surface cases will facilitate semantic prediction and the 3;
generation of ansvers to questions, Other additions to the ?E
composition routines currently being developred will provide the :i
f0110wing capabilitiess K

N

(1) Construction of network representations of bDhrases E§

for which some constituents are partially or totally E?

unspecified, ;§

(2) Prediction of the composition of the missing ’

components in these incomplete phrases, Eﬁ

One of the most important of our current activities ;;

in semantics 1is designing and implementing a retrieval system that ::

will examine the network structure produced as & result of 2;

parsing, interpret the meaning of the input, and develop and ﬁg

execute a plan for producing an appropriate response, Our short i:

term goal s tc respond appropriately to input queries that géa

contain only one verbelike structure and that can be angvered fronm §€

o {nformation contained explicitly 4n the data base, Outputs if
Eﬁ! {nitially viil be YES, NO, or simple noun phrases, iy
5‘3 Further details of the work on semantics are ;;
2 provided {n Section V, Semantics, o

’
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4, Discourse Analysis and Pragmatics Et

During the current contract period, we continuved to ?;

¢ollect and analyze protocols of task-oriented dialogs, }?

Previously, with the cooperation of personnel from the Naval o3

Postgraduate School {n Monterey, California, we had conducted if
experiments for the data management task domain {n Vhich naval

officers queried specifications and performance characteristics of QQ

submarines {n the U,S,, Soviet, and British ¢fleets, Also, in ;g

;1‘ conjunction with the computer based consultant project at SRI, we ﬁg

s gathered dialogs from the workstation environment for our second éﬁ

task domain, Currently, with the help of the Naval Electronics T

}ig Laboratory Center {n San Diego, We are recording protocols using a ‘:f

. new data management scenario involving U,S, and Soviet ships in =

the Mediterranean, Further experiments for the @omputer Ej

consultant task are planned, &%

The protocols ajready gathered have been analyzed ;;

to i{dentify modifications {n the syntax and vocabulary, as éﬁ

ﬁ?é described i{n the section on language definition., In addition, ;;

t:_ they have been eXxamined for instances of ellipsis and anaphoric ;%

Lff reference, Guided by this analysis, we have designed and ?i

ﬁ;g implemented a preliminary discourse package that handles the E&i

i?; simpler forms of ellipsis and anaphora found in the dialogs. A ;;

ﬁ;f history ot previous utterances {s kept, and after an Utterance is §{

g successfully parsed, references are resolved using the immediately ~E§;

preceding utterance as context, In addition, elliptical

wwn] e
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utterances are completed, {f possible, bY comparing them with

parts of the preceding utterance and adapting the structure in

wvhich the corresponding parts are embedded,

We are {n the process of aygmenting these

cedures in several vays, The availability of multiple
partitions and contexts in the semantic net will enable us ¢to
{dentify ‘“focus spaces’, that {s, reglons that are directly
related to the current discourse, Use of this mechanism will
1imit the portion of the net that has to be considered in
resolving references; it will be particularly helpful for the
computer consultant task domain, whish {is more structured and
considerably more complicated than the data management one, Four

steps are entailed {n making these extensionst

(1) Representation of the focur partition {n the
semanti{c network,

(2) Preparation of a set of criteria for deciding vhen
to establish a new focus space and what to put i{n {t,
(3) Development of a set of heuristics ¢for deciding
which spaces to search and when to search them in order
to resolve uncertainties of reference,

(¢) Integration of the fo~us space mechanism with the

current discourse package,

In the milestone system, we expect to be resolving

simple anaphoric references from the discourse context using the

focus space structure, Furthermore, resolution will be pcréormed
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Introduction and Overview
at the phrase level rather than vaiting unt{l the structure for a
complete utterance has been produced, We also will introduce a
preliminary form of prediction on the basis of the discourse
routines, The discourse history will be extended to keep track of
topics recently talked about, and procedures wi{ll be developed to
change the priority (score) of related elements in the language

detinition accordingly,

A detailed examination of these activities {s

provided in Section VI, Discourse Analysis and Pragmatics,
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A, Introduction . -
5l B, Language Detinition Language~=External Representation o
& i, Composition Rules o
2, Lexicon L::.
3, General Declarations ) Ei
g 4, Combining Factors {nto Composite Scores -
P. S5 Limitations of the Current Def{nition System E
\ C, Syntax of the Language Detinition Language %
N Ds Language Detinition Compiler and Internal Representation ke
- 1, Category and Ruyle Records 5
e 2, Factor Functions
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i A. Introduction ES
Fi Research on natural language understanding faces the preblem ::
. Lt
ot developing a definition of the structure and content of a o
language such as English in a form allowing efficient use by a G
Eﬂ computer, Systems for representing such definitions are judged :;
e ;:*‘:-4'
o according to two sets of criteria, First are the .
| | -1
[ ‘human=motivated’ criteria of simplicity, generality, modularity, e
N );,: . . 7'."
i) and the li{ke. These are obviously important requirements in a bt
iﬁ representation system that must support the development of a ﬁh
i large, complex definition, The criteria i{n the second set are R
. . | 2
® ‘computer=-motivated’ and relate to efficiency {in use of time and -
T o)
~ N
ga space resources, These requirements come from the tact that the oy
3 u* *a . i
L . -3
2 definition must eventually be put to use in an operational 5
L understanding systenm, =
o .
RS o
el L
. 2l
L =
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Unfortunately, the two se's of criteria tend to conflict,

For example, clarity of the definition for the person writing and

N |

revriting it {s an {mportant criterion from the first set, A

major step toward clari{ty is to devise representations structured

For

such that redindant information is factored out and stated once

P 4
ERS

4.“*-,,..
[T
S - H
AL A P N

rather than repeated throughout the definition, However, this

approach to <clarity tends to contlict with the desire for

efticient operation since efticiency can often be enhanced by

o redundant representations that anticipate common modes of access :,
o and use, 58
LE e
& Eoe
S Sueh conflicts suggest that any attempt to satisfy the two b
. viE
sets of criteria in a single representation system must ultimately 2%
i.. be unsatistactory, A wellewknown alternative is to have two gl
b X me :
[ representation systems: one for an "“external" form of the ey
.:_-\"._- ) . . !- -
R defin’tion for use by people and primarily reflecting the ¢first [
=y set of criteria, and another fo. an "{nternal"™ form of the L
—
%FE definition for use by the computer and emphasizing the second set EE
o B
] of criteria, The representation systems must be compatible in the £13
'J':-: :'-.!':'1
ii; sense that the internal definition must be  (automatically) B
F - . - J
ﬁfi derivable from the external definition, but othervwise they are E?f
Z;i? independent, g
L. , In line with this alternative, we have developed a definition aLd
I;f system composed of a Language Definition Language for writing the -
R ) L
W external representation and a Language Detinition Compiler to 5
gf' transiate to the internal representation, These tvwo corponents —
B{N. f:::‘.
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i :_‘ ¥
o
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are discussed in detai! in tha remainder of this section, Th» EEZ

actual use of the intarnal rapresantation in parsing is covered in fﬁ?

Saction 1II, Tha Parsing Systenm, éi;

:::E_:'.

Batora describing the language definition language in detail, #ﬁi

BE the effects relatad to the raquired compatipility with the Eg%
EZ internal representation ara discussed, This discussion also &é}
Ei serves to {ntroduce ona of the most distinctive featuras of tha =
, system-the prominent rola of factors relevant to tha choice of an Eﬁi
% {ntarpretation for an {nput uttarance, éﬁ%
b B
L As mantioned abova, it must be possible to translate the g
%3 external form of tha definition into an efficient internal ?ﬁ%‘
%§ rapresentation for usa {n parsing. A oprimary -effact of this Ezg
al raquirament {s to rule out a number of possinilities for the 51@
Ei axternal representation system, Among thosa axcludad for lack of iﬁg
?ﬂ an efficient {mplementation method are some that have baen popular fji
_; in contemporary linguistics concerning transformations of phrase ;ﬁ;
f§ markers, (This charactarization applies equally to Chomsky’s &gi
ifi various gormulations and to rival approaches such as generative §:§
' samantics; sea, for example, Chomsky, 1971, and Laketf, 1971). ﬁﬁg
E: While their transformational rulas are not used diractly, the data Eﬁﬁ
ég and insights of genarative grammarians ara obviously valuable to éﬁ;
L anyona with the goal of constructing a system to undarstand =
natural language, '?;.

A second effect of the compatibility raguirement relates to P

b, tha content of the datinition rather than its form. Information o
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required as part of the {nternal representation of the language
must be either explicitly contained i{n the external definition of
the lanquage or deducible from it by the compiler, This {mplies a
geedback trom decisions about the parsing system and {ts operation
to decisi{ons about the content of the language definition, Such
teedback suggests that at least part of what you know vhen Yyou
Know a language {3 information that makes possible efficient
processing of utterances in the language, What sort of

{nformati{on s this?

In trying to understand an utterance, the parsing systenm is
continuously faced with choices==what word was said here? wvhat
kind of construction vas used there? what does this phrase refer
to? what does that one mean? If the processing i{s to be etficient,
the choices must be made wisely, To make wise choices the parser
needs access to {intormation about the language that goes beyond
the traditional distinction betveen grammatical and ungrammatical,
Before it can choose among competing alternatives, the parser must
determine their relative ‘values’,{i{) In general, many ¢factors
must be considered: contextual factors based on the linguistic and
nonlinguistic environment of the utterance, structural factors
based on syntactic, semantic, and stylistic {nterrelations, and
acoustic factors based on the actual {nput signal and such things
AL - -

{1) The ‘value’ of an alternative {s used here as a technical term
simply meaning a measure used as a basis for choice, As such, {t

should not be assumed to correspond to some other formal measure
such as probability,
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as the phonological and acousticephonetic rules of the languade.

Thus inftead of alvays reflecting categorical, Yaseore-no

restrictions, factors may have a wide range of possible values

based on probabilistic tendencies as in the case of stylistic

variation, or on uncertain {nformstion as in the case 0f acoustiec

segmentation and classitication,

Discussions are given below of how such factors are
represented {n a language definition and hov their values are
merged to produce a composite evaluation, The use of the factors
to guide the proces’ing of an utterance 4s a major topic of

Section III, The Parsing Systenm,

B, Language Definition Languagee<External Representation

A language detinition includes sets of units out of whieh
utterances 4in the language are construycted, rules for combining
the units into larger structures, and general statements about the
units, rules, and other aspects of the language., The basic units
will be called ‘words’ (although this technical use does not
exactly correspond to the common use), and the total set of words
will be referred to as the ‘lexicon’, The lexicon is partitioned
into categories such as noun and verb, and the words in each
category are assigned values for various attributes such as
phonologiecal form, ‘grapmatical featyres, and semantie

representation, For every lexical category there 18 also a
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detinition specifying attributes and factors that must be computed

for each particular occurrence of a word of that category in an

Utterance,

A second major part of a language definition is the set of
composition rules that {ndicate how words can be combined into
phrases, More precisely, a ‘phrane‘ {s either a word in the input
or the Tresult of applying a composition rule to constituent
phrazes, The rules give the linear pattern of constituents and
specifications for calculating values of both the attributes of
the resulting phrase and the factors to be considered {in Jjudging
the result, Finally, a complete language definition also includes
a set of global declarations such as 1ists of categories and their
attributes and redundancy rules to be applied in translating other
parts of the definition, The redundancy rules state general
properties of the language so that the preperties do not have to

be (redundantly) repeated throughout the definitien,
1, Composition Rulesg

Figure II»1 contains a composition rule that might occur
as part of a definition for a subset of English, (The rule is
actually a simplified version of a rule occurring in the language
definitiony see Appendix A,) The rule defines ‘Yes=No’ questions
like "Is that thing a rule definition?" made up of a form of the
verb ‘be’ and two noun phrases, The first line of the rule starts
with the Kkeyword RULE,DEF indicating that a rule detinition

follows, The rest of the £irst line gives the name of the rule,
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88, and the composition pattern for the rule, The pattern
indicates that phrases built according to this rule will be of
category 8 and will be composed of three constituents, the €£irst
of category AUXB, the second and third of category NP, The
remaining parts of the rule need names with which to reter to the
constituents, Otten the category name can serve as the name ot
the constituent; for example, AUXB will be the name of the ¢girst
constituent {n this rule, but when the constituent category is not
unique, & name must be given explicitly. Thus in this rule the

tirst NP {s gi{ven the name NP1 and the second, NP2,

Figure Ilef A Simpliffed Composition Rule

RULE,DEF 88 S & AUXB NPINP{ NPINP2y
ATTRIBUTES
RELN,CMU,FOCUS FROM NP{,
MOOD & *(YN),
SEMANTICS 3 SEMCALL("SEMRS§, SEMANTICS(NP1),SEMANTICS(NP2)),
PITCHC = FINDPITCHC(PLEFT,PRIGHT))
FACTORS
GCASEY = IF GCASE(NP{) EQUAL "(ACC) THEN QUT ELSE OK,
GCASE2 = IF GCASE(NP2) EQUAL "“(ACC) THEN OUT ELSE 0K,
MOOD{ s IF MOOD(NP1) EQUAL "(WH) THEN BAD ELSE OK,
MOOD2 = IF MOOD(NP2) EQUAL "(WH) THEN BAD ELSE OK,
NBRAGR{ = IF CMU EQUAL "“(UNIT) THEN
{Ir NBR(AUXB) EQUAL "(8G) THEN OK ELSE 0OUT)
ELSE IF GINTCRSECT(NBR(NP1{),NBR(NP3)) THEN OK ELSE OQUT,
NBRAGR2 = IF CMU(NP2) EQUAL "(UNIT) THEN OK ELSE
IF GINTERSECT(NBR(NP2),NBR(AUXB)) THEN OK ELSE OQUT,
PERSAGR = IF GINTERSECT(PERS(NPi),PERS(AUXB))
THEN OK ELSE OUT,
FOCUS s IF FOCUS(NPL) EG "INDEF AND FOCUS(NP2) EQ "DEF
THEN POOR ELSC 0K,
RELN s IF RELN EQ "“T THEN
IF CMU EQUAL *(UNIT) THEN VERYGOOD ELSBE 0K,
SCORE IF NOT VIRTUAL,
STRESS s IF VIRTUAL THEN OK ELSE
IF STRESS(AUXB) EQ "UNREDUCED THEN GOOD,
PITCHC = IF VIRTUAL THEN OK ELSE
IF PITCHC EQ "HIRISE THEN GOOD ELSE OK;
END)
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Following the pattern {s a set of statemens specifying gég

attributes of phrases constructed according to this rule, Some fgf
attributes alvays have the same valuet for example, i{n this rule EEé

the MOOD attribute is always (YN), meaning a YeseNo question. Egg

Other attributes are simply the same as the corresponding ey
attribute of one of the constituents: {n this ruyle, FOCUS i{s taken “ﬁ?;

grom the FOCUS attribute of the constituent NP1, In general, ;ﬁ;
however, attributes are calculated on the basis of attributes of %;?

) constituents, as {n the case of SEMANTICS, which depends in a ﬁ
él complex way on the SEMANTICS attributes of the constituents, In ;:__
¢ addition to the ones explicitly given in the rule detinition, ﬁga
éj other attribute statements are supplied by redundancy rules, Ei?
= Among others, the LEFT boundary attribute (always derived from the éég
leftmost constituent) and the RIGHT boundary attribute (always ?ﬁ?

from the rightmost constituent) are added in this manner. %ﬁgi

Following the attribute stactements {s another set of
statements specifying some of the tactors to be considered in

evaluating phrases built by this rule. The factors include

syntactic consideratfons such as case, mood, number, and perso.,

agreement, Other factors raise the avaluation if the auxiliary A
verb i{s phonetically unreduced or {¢ the Pitch rises at the end of PSS
the sentence, Redundancy rules add still more factotrs SUCh as one o

b to check coarticulation effects among the constituents and another

P to reduce the score {f no semantic reprosentation can be found,
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Attributes and factors either have constant values or
depend only on attributes of constituents and glebal infermation
Such as a model of the discourse or the results of preliminary,
lovelevel acoustic processing, By design, the attributes and
tactors for a phrase are not allowed to depend on the context
gormed Dby  er phrases actually or potentfally cembining with it
to form a lax, v stristure, Contextesensitivity of this type {s
net permitted since !t tends to introduce atsumptions about the
parsing strategy into the language ¢s¢inition, An example will
help to {llustrate this, A noun phrase can be composed of an
article folloved by a nominal phrase, in which case the article
and the noun must agree in various ways such as plurality, 1In a
system alloving restrictions to refer to contextual features,
article and noun agreement might be ensured by having nouns check
to see that they are preceded by an article vwith appropriate
features, The potential problem with this procedure is that the
tast {s easy to {mplement if the article is alvays available by
the time the noun {s reached and the restriction is to be checked,
Pst this depends on details of the parsing strategy, The parser
must either ensure that the relevant contextual information is
unambiguously available by the time the test is to be made or take
on the burden of remembe:ing to perform the test at some later

point when the necessary information does becone available.

Both the above options are unattractives the first,

because it 1limits the possibilities for the paraing strategy and

gorms strong ties between the language definition and the
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particulars of the rparser, ties that make change difficult; the
second, because it promises to add substantial complexity and ;
overhead <¢o an Aalready complex and costly parsing process, An
alternative that avoids these objections is to put the restrictien
with the rule that brings the artiele and the noun together rather
than with either the noun or the article individually, There are iE@
then no assumptions about whether the article is gound g¢irst and
used to constrajn the choice of & noun, or the noun tirst
constraining the article, or both independently with a separate
test to eliminate bad ecombinations, The language detinition
#imply states the restriction and is neutral with respect to its
use in parsing, It was to foster this neutrality that attribu:es
and factors vere made to refer only to global data and attributes 53E

of constituents rather than toc sententisl context, —

Another significant property of rule attributes and 33
factors is that their detinitions must cover cases in which the ‘
value of a referenced attribute, {n a sense, {s undetined, P
Specifically, 4if rule tactor F {s calculated ::ing attripute A o

(from the same rule definition or from a constituent), then the &

§3. algorithm for computing F must produce a reasonable result even it e

A has the special value ‘UNDEFINED’, Similarly, {f rule attribute

‘i& B uses attribute A in its definition, then the algorithm for B e
g§3 must give a reasonable result if A {s UNDEFINED, For a factor, a s
;ﬁ; reasonable result would be either an estimate of its best value if :
3;' A had been defined or a special ‘don’t care’ value keeping it grom i:%
{nfluencing the overall score (the scoring function for combining E%?

o

»
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tactors is discussed below), For an attribute, a reasonable

Tesult would be efither a value {ndiceting the range of possible

outcomes {¢ A had been defined or simply UNDEFINED to propagate

the lack of i{nformation,

There are several reasons for requiring attribute and
factor statements to deal with UNDEFINED attributes. First, the
various rules and words that can be used to form a particular type
of constituent may differ in the attributes they define, For
{nstance, attiibute A may be defined in rule { but not {n rule 2.
Rather than {nsisting on an explicit definition for A, the system
instead causes A to be UNDEFINED in any phrase constructed by rule
2, Other rules that reference attribute A of a rule 2 phrase wi{ll
£ind {t to be UNDEFINED, accurately reflecting the £act that rule

2 d1d not include a definition for A,

Another motive for UNDEFINED attributes is the aim of
extending the system eventually to deal with utterances containing
words not i{ncluded {n the lexieon, I£ the structure of the
utterance, as constructed by the parser, suggests that the unknown
word is a noun, say, then the word can be tentatively entered {n
the lexicon as a noun with all attributes UNDEFINED, Since the
rules of the language definition allow such attributes, the new
word can be used as part of larger phrases, Moreover, if the
system successfully produces a complete parse using the nev word,
then {t should be possible to make provisional assignments to

various UNDEFINED attributes by looking for values that would

'''''''''''''''''
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o pr
éé yieid the best results for dependent factors {n phrases containing 555
b the word, For example, on the basis of sentence |, anyone vwho e
I knows FEnglish can guess that "frammus® is a noun referring to a Ifﬁ

small physical object that i{s probably edible,

=L NI

. ot s e s,
ES )
v TR I' ’

the current parser {s a major topic in the discussion of the

- (1) The little dog ate the frammus in a single bite, ii;
As a mechanism for dealing with unknown words, this ({s still :
?! speculative, but {t appears to offer an interesting approach worth :j
: gurther study,(2) éié
%# The final reason for UNDEFINED attributes is the desire i;i
to allow parsing strategies that depend on informatfon regarding §§§
{ncomplete phrases-ephrases missing one or more constituents. %&g
ﬂi With the restrictions on attribute and factor statements outlined iil
?3 above, references to attributes of missing constituents can be 3i?
%} given the value UNDEFINED, and the results will be indicative of ;ﬁﬁ
iﬁ possible completions of the phrase, The uUse of this ability in o
=

g parsing system,

Tk 2, Lexicon - -
Ei Figure II=2 shows a sample lexical entry, that is, a :ki:
= word definition, The definition for "it" {s in the set of word 5
e definitions for category NP, The attributes given for "fit" e
%j {nclude syntactic features such as number (singular), person gég
:5.' covene ;_. o

: (2) A related mechanism for "learning" vocabulary is sketched in =
e Thorne et al, (1968), :

» » .
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(third), and mood (declarative as opposed to interrogative). The

entry also has {ntormation to be used in prcducing a semantic

interpretation (the WDSEMANTICS attribute). The attribute values

of & lexical entry, whether given explicitiy {n the entry or

derived by redundancy rules, are shared by all instances of that

word,

Figure Ile=2 The Lexical Entry gor "It"

IT
MOOD = (DEC),
FOCUS = (DEF INDEF),
GCASE = (NCM ACCUSE),
CMU s (COUNT MASS UNIT),
SUBCAT = PRO,
NBR = (S8G),
PERS = 3,
WDSEMANTICS = (AMBIGUOUS ((SUPSET UNIOBJS)(NBR §) (IsF 1I8F))
((SUPSET UNIOBJS,MASS)(NBR M)(ISF ISFj)),

Attributes that vary from one instance to another are
specified {n a ‘"category definition" that is similar to a rule
detinition, For instance, the category detinition for NP states
that the SEMANTICS attribute is to be computed from the
WDSEMANTICS of the particular word, This makes it possible to
construct different objects, nodes {n a semantic network in this
case, for different instances of the word, Redundancy rules add
other toker=dependent attributes such as the positions of the left
and right boundaries of the word in the utterance, The category
definition also includes a set of factor statenents to be used {n

evaluating potential {(nstances of the category, The most

......
.........

PIAEN -
........

Ao e S0 : S [0t o b e W
) . et - S T T e
5-_;’4"& U L D o0 ND oD o -,

A




SPEECH UNDERSTANDING RESEARCH Page 1Il~14 k3
The Detini{tion Systenm s

{mporvant ¢tactor (s the match betvween the input signal and the

ig expected form of the word, and, {n the case of speech =
;}: understanding, determining a value ¢or this factor can be an iﬁ;
o enormously complex operation, Other factors may eventually be 55?
!E added to the language definition, ~eflecting such things as gg
:ﬁﬂ expectations regarding how well the word ¢fits into the current gﬁ
2 topic of conversation Or its use by the current speaker, The torm Ei}

0¢ category definitions, their internal representation, and their b

use {n parsing are discussed tyrther below,

The previous example entailed the definition of the word F*f

E% "{t" taken from the set of lexical entries gor the category NP
5 (noun phrase), Noun phrases can aiso be constructed by CQ%
. composition rules, such as a rule allowing a determiner and a noun :——
7 to come together to form a phrase like "this phrase", Both the NP g}f
category detinition and the NP composition rules produce :
structure: that can potentially be used in contexts calling for a el
-noun phrasz, The ability to have both lexical entries and i

composition rules ¢or a single category simplities the 1language =

. detinition by removing the need ¢for superfluous categories or 2
:: patterns such as NPsIT, and allows us to represent certain ;?Z
Eé elementsry operations such as the gormation of plural nouns, :ﬁ;é
g; In English, most nouns are marked for plural by a sufeix ; j
if wvhose realization depends on the phonological ending o¢ the noun, ;";
Si but which has little effect on the pronunciation of the noun Ezi
X itsei? (e.g.,, partiparts, wordiwords, languageilanguages), The é?f
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SRI language definition captures this regularity by constructing
both plural and singular nouns from a separate category, N, of
noun stems, Plural nouns come from noun stems by adding the
plural suff{x, while singular nouns come from noun Stems witheut
changing phonologically, Irregular plural nouns are entered as
nouns in the lexicon and have their noun Stems marked to block the
regular pluralization rule, Independent Jjustification for the
noun stem category N comes from its appearance in rules for
prenominal modifiers, Thus {n a phrase such as "this four word
phrase", "word"™ {s a noun stem that {s neither singular nor
plursl, rather then & singular noun somehov managing to coexist
with the plural moditier "gfour", That "four" does not modify
singular nouns can be seen in an ungrammatical sentence like "“Say

four word,"

This approach to representing simple morphological
processes can Aalso be used with other categories such as verbs
(suffixes for tense, number, progressive, and passive) and numbers
(suffixes “"eteen" and "=ty"), Ordinals such as "eighteenth" and
"e{ghtieth” fllustrate the possibility of adding nmultiple
suffixes, and Possessive constructions as in "the man on the
street’s opinion” demonstrate the need to add suffixes to entire
phrases as well as to single words, In general, composition rule
patterns can optionally include an aftix at the beginning (in
which case it {s called a prefix) or at the end (when it {s called

a suffix), The atfixes are distinguished from the other parts of

the composition pattern {n that they are not {ndependent
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constituents, This influences their treatment {in the language
def{nition (they do not occur in the lexicon and do not have
attributes or tactors apart from the larger structures {(n which
they occur) and {n the parsing process (there i{s no attempt to

recognize them apart from the constituent(s) ¢to which they are

attached),
3. Global Declarations

In addition to composition rules and a lexicon, a
language detinition includes a set of global declarations such as
the one {n Figure Il-3, These declarations appear at the
beginning of a language definition and are used in the conversion
to the {internal representation, There are 1lists of the
categories, atfixes, and attributes that wil] be used {n the
definition, names of redundancy rules for words, lexical
categories, and composition rules, the name of the root category
of the language (the category ¢for representations of entire
utterances), and the name of a response function to be called when

the parijer constructs instances of the root category.

Currently, redundancy rules are not defined within the
language definition system {tself, but are i{nstead simply LISP
functions that operate on list structures forming an {ntermediate
representation of the detinition, (Because of this
implementation, they are subsequently referred to as ‘redundancy

functions’,) For example, the redundancy function for compositioen

rules {8 called with a 1ist structure representing a rule
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definition and returns a possibly modified list structure that the

compiler then converts into internal form, This way of capturing =

generalizations {s certainly better than nothing, but should ;ﬁ

eventually be replaced by an extension of the language definition i{

tacility so that redundancies can be stated in & language similar e

to that used {n composition rule and lexical category definitions, i;

This will allow the statement of redundancy rules vithout the =

distracting details of 1ist processing and representations used Lo
during the conversion to an internal fornm.

Figure II-3 Global Declarations .

LANGUAGE , DEF 7

CATEGORIES U, N, NOUN, NP, DET, VERB, AUXB, VP, S, TOKEN; NS

ROOT CATEGORY U: —

AFF1XES PL, TY, TH, GEN) -

RULEFN Ry S

WORDFN W) e

CATEGORYFN C3 e

RESPONSEFN RSy o

ATTRIBUTES &S

ALL HAVEZ LEFT, RIGHT, SPELLING; £

ALL EXCEPT TOKEN HAVE SEMANTICS; Ny

S, VP HAVE VOICE;

U, NP HAVE ELLIPSE; b

S HAS PITCHC; -

ENDATTRS) -

ENDg e

In additlion to extending the language defi{nitien
i‘ language to allov replacing the current redundancy functions, it ~
E will also be {mportant to study ways of including other types of .
general statements, The definition facility now includes

:?“ redundancy functions for -composition rules, lexical category -
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definitions, and word definitions, The current redundancy
sunctions make changes throughout the entire language deginition,
but the redundancies reflected by the changes are all local in the
sense that they are limjited to modifications within items, such as

rules or category definitions, that already exist in the external

gorm of the definition,

The modifications are usually additions of factors and
attributes and depend only on the properties of the single {tem
under consideration, A good example {is the rule redundancy
gunetion that looks at the composition pattern of the rule and on
that basis alone adds the left and right position attributes,
These changes depend on properties local to a single rule and
{nfluence only Properties local to that rujle, Tnere are no
redundancy functions that change a group of detinition ftems in a
manner that depends on properties of the group as a vwhole, For
{nstance, no redundancies in the current system depend on
properties of the set of all composition rules or modify that set
by adding or deleting rules, This lack undoubtedly reflects an
area where the definition system needs to Dbe extended rather than
an absence of global redundancies worth statind, For instance,
perhaps one or more global redundancy rules (GRRs) could be used
to state the structure of sentences containing existential "there"

{n terms of modifications to a language definition not including

such construyctions,

It would be {nteresting to compare such GRRs, whieh act
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to transform the set of rules defining the language to the
transformational rules of gqenergtive g¢rammar, which act to
transform phrase markers during a derivation, Unlike the latter
type of transformation, GRRS would be applied when the language
was ‘internalized’ by the system and would not qualitat{vely
complicate the activity of the parser, Through an attempt to
specify GRRs vwe might come to understand more clearly how complex
systemg of i{nterrelated rules can evolve as must happen when an
individual acquires &« language or during other complex learning

tasks,

The desire to simplify the development of mole powerful
redundancy rules i{s a principal reason behind the choice of a very
simple form for constituent pattern specifications in composition
rules. The patterns are restricted to series of one or more
constituents with the optional addition of affixes., There are a
variety of ways in vhich this form might have been extended, Some
0f the Possible extensions are to allov constituents to be marked
as optional, to specify a list of alternati{ves for a particular
portion of the pattern, and to proviie an iteratien operator
indicating zere or more occurrences of a certain constituent, All
of these can simplify the statement of patterns, but at the
expense Gf other aspects of the doilnition. The fgetor and
attribute statements would have to account for each of the cases
merged together in a mere complex pattern, and redundancy rules

would also have to become more complicated, VWhile this s

certajinly a possible area for change, experience to date supports
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the correctness of the decision to restrict the form of patterns ﬁ:
s0 as to simplify other parts of the definition, ;;
4, Combining Factors into Composite Scores e
Categorical (yes or no) factors act as restrictions on ;;
the ianguage~esome phrases are disalloved while all others are Q;
accepted, There are no in-between cases, no fuzzy areas, Factors ﬁ%
c¢ this type can be combined in a simple manner; either they ares i
o all satistied or the phrase {s rejected, However, not all factors :
;- relevant to evaluating a phrase are categorical; there are many o
.‘" . v
. that have a wide range of possible values sither because they rely F
o .. i
b on uncertain information or because they reflect tendencies that o
) e

are statistically significant but not absolute, Unlike absolute
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restrictions, sSuch multivalued tfactors cannot be combined by

%§ simple conjunction, To facilitate experimentation with different Eiﬁ
%S techniques for combining facter values into a single, composite Efﬁ
- evajuation (or ‘score’), the system has heen purposely designed to :;;
i} minimize the assumptions made about the scoring method, EE;
e i
é{ The main assumption has to do with the range and ggﬁ
;ﬁ; structure of scores, A score must be either an integer between 0 Cfi
é;z and 100, or a pair of integers of the form <WEIGHT, TOTAL> such E§§
w; that TOTAL divided by WEIGHT s 4n the range 0 to 100, (The EEE
E%é motivation for the latter form of scores in ¢given below,) Upper ?j;
%ﬁ and lover bounds on scores are needed so that the system can {55
;;3 differentiate a good score from a bad one, The only other ii?

T assumption s that {f any factor has a zero value, the resuiting NN
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score will be so low that the phrase can be discarded, The systen

checks for this special value) {f a factor produces a Zero value,

the evaluation process stops without unnecessarily calculating the

remaining factors,[3]

There are no other assumptions about factor values or
their influence on the resulting score, Factors do not even have
to evaluate to numbersy; they can provide vhatever <ype of
information is chosen for use by the score function, For
instance, rule factors can refer to the scores of constituents so
that the score for a phrase will reflect the constituents
individually as well as their interdependencies, Finally, to
allow estill another area ¢for experimentation on scoring, the
system provides for different algorithms for caleulating scores to
be used in different parts of the lunguage, Each composition rule
and lexical category can Mave {ts own score function for cembining

tactors,

Within the loose bounds set by the assumptions built

{into the definition and parsing systems, a score function has been

{3] Since the factors are evaluated {n the order that they appesr
in the definition, given estimates of each factor’s likelihood ot
yielding a =zero value and cost of evaluation, *%he factor
statements in the definition can be ordered (by the rule
reduyndancy function, say) to minimize the expected total cost by
sorting them according to {ncreasing quotient of cost over
lixelihood of zero value (likelihoods {n the range 0 to 1), This
means that {¢ two factors have the same cost, the one more likely
to produce a zero goes first) {f two factors have the sanme
likelihood of producing a Cero, the less costly one goes first,
and all factors with no chance 0f producing a zero :follow those
that can,

N
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developed with the tollowing propertiess

Yt

0l (1) It all factors are high, the score is high,

8,
2% " tn

AV

;ﬁ (2) It any factor is very low, the score is low, <
ﬁi (3) As long as no factor is 0, a change in any factor ;:
Egl will cause a corresponding change i{n the score (vithin ;f
ES the precision 1imits of integer arithmetic), ‘ Ef
a. (4) A factor can have & special DON’T CARE value such o
i that it has no effect on the score, Lif
Z (5) The order of factor statements has no effect on the gﬁ
;i score, ;ﬁ
N (6) The total number of factors does not bias the score, E?
= The tirst three of the properties relate to  how éi
!! fndividual factors influence the overall score, It should s
o surprise no one that the score {s high when all the factors are Eé

nigh, The score is low when any factor is very low, because a bad g?:

L L )

e L,
3 LT

‘ PR

o factor is a good clue that the system is on a false path, It |is o
f;i all right to blend together high factors, bul a lov factor ﬁ%
lt deserves special attention, Currently, this 1s achieved by §i~
?; causing a bad factor to reduce the composite score in proportien ;ﬁ
i; to the degree that the factor falls below a certain threshold, .€§
- Thus high factors combine additively to form an average, while lo¥ Eéﬁ
_: gactors have a multiplicative effect that {nhibits the entire éE
Zﬁi result, In either case, an increase in any factcr will produce an %ﬁ:
33? increase in the score, and conversely, a factor decreafe vields a gg%
.:. score decrease, This sensitivity s clearly desirable if the ?;7
e :
éﬁ X
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{information from the factors {s to be conveyed effectively to the

parser, -

While the first tiiree properties have to do with how v

tactors influence the score, the final three deal with ways that 'f;

tactors do not influence th, ucore, F{rst, there i{s provisson for

a DON’T CARE valve so that a Zactor can ieave the score unatfected ng

{n casv {t has no contribution to make with respect to evaluating

il o
< -
n
I3

a particular construct, Second, the score it independent of the

ordr~ of factor statements s0 that the order can Treflect the

| e L

relative cost of evaluating the factor and its likelihood ot }44

producing a zero value that would free the system from evaluating

i i
»

T T E

3 LAY

e w’ >l E
r to.

the remainder of the fuctors, Finaliy, the number of factors does :
not bias the score either up or down. A phrase with 20 average e
valae tfactors will not get a better or worse score than one with -
only 10, as would nappen, for instance, 1if <he factors were Zg;:

treated as independent probabilities and mvult{plied together,

The general outline of the algorithm i{s as follovwst

L ¢ {" T _r?Y[.]:'. v

.‘ T
:‘ s

Inicialize W YGHT = 0, TOTAL = 0, INHIB = 100y
For each factor F

It F {s NIL (the DON’T CARE value) then go .,n to next factorj

1t F {s an integer then let Wai, TaF E

Otherwise F {8 <WEIGHT(F), TOTAL(F)> f:f
$0 let WaWEIGHT(F), TsTOTAL(F)j o

Set WEIGHT to WEIGHT+W)

Let ¥ = T/4y

...............
............
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If Y is greater than the threshold L then TOTAL » TOTALeT
Otherwise TOTAL = TOTAL+WaL, and
INHIB = INHIB#Y/L3

Go on to next tactor,

After all factors are completed, the reziulting score is the pair

<WEIGHT, TOTAL«INHIB/100>, The threshold & is set to 50 in the

current version of the algorithn,

The result 1is left in the form of a pair, <WEIGHT,
TOTAL>, instead ot being reduced to a single Iinteger,
TOTAL/WEIGHT, so that constituent scores can make an appropriate
contvibution as factors in larger Ggphrases, This is Dbest
{llustrated through a simple example, Consider a hypothetjical
phrase P with a single constituent X and a total of four factors!
one that comes from X’s score and three others named A, B, and C,
Let X’s score in turn depend on three factors D, E, and F, The
two cases to be considered are (1) scores represented by single
integers and (2) scores represented by pairs, In the tirst case,

assuming that zl) factors are above the threshold, the score of P

is equal to
(A +B ¢« C + D73 ¢« E/3 ¢ F/3)/4,

in this case, the factors from the constituent are less important

and the effext W¥will be compounded V¥ith each further level of
embedding, On the other hand, {f scores are left as pairs then

the score of P i3
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€6y A + B ¢+ C +D +E ¢ P>,

This makes factors from constituents as {mportant acg higher level
factors {ndependent of level 0f embedding, This (s an {mportant
property and, in fact, s the reason for having scores of the form

<WEIGHT, TOTAL>,
S, Limitations of the Current Definition System

Before giving a formal description of the syntax of the
language detinition lgnguage, {t {s appropriate to discuss the
limitations of the current definition system, While the SRI

Speech Understanding project is not and need not be concerned with

trying to produc®™ A fully comprehensive language definition sor

English, 1t {is {mportant to consider what such an undertaking
might require in evaluating the definition system and in
contemplating extensions of it, The following paragraphs sketch a
major source of problems for the current definition system and
point out another problem area that actually seems to fall more in

the domain of the parsing system,

In the present version of the definition system, and
even in proposed versions including more powerful facilities for
stziing redundancy rules, the structure of the defined language is
static in the sense that the possible immediate constitient
»atterns are all explicitly enumerated at the time the language is
internalized, This is adequate for defining a large portion of a

language such as English, but probably not for all of it, For
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certain constructions, it appears to be unreasonable to generate
all the patterns ahead of time) instead, {t may be necessary to ko
have procedures for dynamically generating patterns so as to parse
and understand the constructions, The distinguishing feature of ~
these difficult cases i{s the juxtaposition of sentence fragments =
resulting from the deletion of a series of words that s not a T
constituent and that {s duplicated (i{in a sense) somevhere &lse in
the context.(4] The result o>ften talls outside the standard &

patterns of the language and cannot be uynderstood by the standard

rulesy before the construct can be parsed and understood, the o
deleted words must be accounted for and the appropriate -

constituent structure formed, Two major examples of this sort of

process in English are comparative clauses and the various types

of conjunctions,

i; The structure of comparative clauses is best explained

as the result of both an obligatory deletion of some material that fli
18 identical to part cf the head of the clause and an additional ;E;
ellipsis of material that {s identical to part of the higher é%{
clause containing the comparative (see Bresnan, 1973), Sentence 2 s
shows comparative deletion alone, and sentence 3 shovs the result ;ﬁ;
of comparative ellipsis, Eii
;4]-;;t all deletions cause serious problems ¢for the current .%f%
system, For instance, the deletion occurring in relative clauses, r

while superticially similar, 1s much easier to deal with because g%é

{t 18 limited to a single constituent,

o Lu.gd.ﬁk._n&wm.s..‘m _M-h’g,l_i.&- Ia o e
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(2) Dick told as many lies as John told,

(3) Dick told as many lies as John,

In sentence 4, deletions have resuylted in a comparative clause
that would not fall within the Scope of the standard clause rujles,

as shown by sentence 5,

(4) He believes more of Diek’3s lies than he believes of John’s,

(S) #He believes of John'’s,

Sentence 6 shows a comparative clause that fits the pattern of
usual clauses, but it cannot be understood correctly according to

the usual rules, as shown by the contrast with sentence 7,

(6) 1t is colder on the high road than it is on the lo¥ road,

(7) It is on the low road,

The comparative clause {in sentence 4 must be reconstructed as
something like "He belf{eves Xxeman~’ of John’s lies" and the one {n
sentence 6 as "It {3 xemuch 2o0ld on the lov road," This
reconstruction must be guided by the higher clause that dominates
the comparative, and {t {s this extreme context dependency that
makes comparative clauses a pProblem for the current definition
system, Rather than a static set of rules for possible
comparative clauses {independent of context, a more adequate
apbroach might be to include some sort of "active rule" as part of
the language definition to reflect the processes by which
comparatives are formed from standard clauses, Once internalized,

the rule would operate during comprehension using the higher
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clause asg a guide in dealing with the embedded comparative clause,
Untortunately, it is not yvet clear nhow te formulate Or internalize

such a rule,

Another problem area that seems to call for detinition

{in dynamic rather than static terms is the complex collection of
phenomena labe)led conjunction, Conjoined structures can show up , &
in 8o manyY places and take 80 many forms that any attempt to —
detine all the possibilities through a set of stati¢ rules seenms '
clearly futile, A common form of conjunction, called gapping,
will serve to fljustrate some of the difficulties, In gapping, ;45
tvo or more clauses are conjnined and part of each secondary
clause is deleted where it duplicates a portion of the tirst (see

Ross, 1970), The deleted fcring 45 not limited to a single

H f

constituent as is shown in sentences 8 and 9, N

QA

(8) Dick Could have easily been contused, and John misled, %;é

(9) Dick needs to see a psychiatrist, and John a lawyer, fh*

B

As with comparatives, ‘gapped’ clauses often violate the standard ;;g;
patterns of the language and are incompreheansible unless the §?§
deleted portion is accounted for, It appears that 1like E;?
comparatives, gaPPing Wwould be best dealt with by an active E:ﬁ
rule==in this case, one that vould use the first conjunct to guide Vﬁii

the comprehension of the second, Other forms of conjunction —fﬁc

EE present s{milar problenms, | ﬁliz
e Pog

There has been little experimentation in Al and
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computational 1linguistics related to constructions as complicated
as comparatives and conjunctions, The main exception is an
experimental facility developed by Woods as part of a parsing
system for transition network grammars (see Woods, 1973),(S)
Woods’ conjunction facility deals with sentences like 10 in whieh
fragments are conjoined in a single clause Wwith shared material

factored out to the left and right (see Ross, 1967, pp, 97 ££.),

(10) Diek set his sights on and finally achieved complete

fgnominy.

The main shortcoming of Woods’ special facility is that
ft s a special taclility. Conjunction reduction, gapping,
comparatives, and the like, should be dealt with through general
mechanisms and as part of the language definition rather than by
intricate moditications to the parsing system, Woods’ experiment
is {mportant as an attempt to treat conjunction reduction in a
parser, but it does not address the problem of stating such
processes in a linguistically and computationally reasonable vay
as part of the language definition, or the problem o0f allowing
several such processes to coexist as part of a single system,
These problems are not going to be solved easily, but solutions
must be found befora understanding systems can deal vith the full
;;;-;;othcr treatment of conjunction is found in Winograd’s SHRDLU
system (Winograd, 1971). However, his method seems to be best

sulted for deali{ng with conjunction of complete constituents, a
muech simpler type of construction than we are concerned with here,




SPEECH UNDERSTANDING RESEARCH Page II=30
The Definition System

complexity of natural language,

Another group of problems may ultimately lead to changes
ifn the way the language is defined for the system, The common
source of these problems {38 the fact that peoPle produce and
understand utterances that are in one vay or another anomalous,
Everyday discourse is filled with utterances containing tfalse
starts, unfinished phrases, "uh’s", "um’s", and a variety of other
distortions,(6] Whether the result of a performance error by a
competent speaker o0f the language or the lack of competence of a
nonnative speaker, such utterances can often be understood by a
human and W{ll have to be equally comprehensible to a computer
system that is expected to carry on a completely natural dialog,
There {s no debate about the existence of such utterances or the
need to deal with them eventually; the issue is whether radical

changes {(n the approach to defining the language will be needed,

Some have implied that the change in the way {n which
the language i3 defined must be very large indeed; for instance,
either a change to a pattern~matching approach that will simply
allovw parts of the input to be ignored (Enea and Colby, 1973), or
a change to a “semanticsebased’ approach that refers to syntactic

relationships only as a last resort (Schank and Tesler, 1969,

[(6) See Chapanis (197%) for some exanmnples nf, as he puts {t, "how
untidy normal human conversations really are," Fromkin (1971)
also provides examples and argues that anomalous utterances can
provide i{nsights into the organization underlying linguistic

performance,
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Riesbeck, 1974), An alternative that appears more attractive than
these two {13 to deal with anomalies through mechanisms {n the
parsing system and leave the language definition i{ntact, While
techniques like loose pattern=-matching and ‘meaning-driven’
analysis may be crucial for the parser to use {n dealing with
completely unconstrained dialog, {t seems to be overreacting to

conclude that they should form the standard mode of dealing with

or detining language,

It appears reasonable, {nstead, to try a mixed=mode

parsing strategy of first pushing as far as possible a g:j
structure~driven phase using the standard patterns of the w}l
language, It this produced only a collection of fragments, a igf'
meaningedriven phase would be entered to try to interpret the f;ﬁ
fragments as an anomalous, but perhaps comprehensible, message, Sgg:
Such a mixedemode approach should have a Treasonable chance of ggg
resulting in an efficient system that is still able to deal with :EL
errorful input, The local and relatively simplesto=process é;?
structural cues would be used to. do as much of the job as éﬁ;
possible, but 1f they failed to produce a complete parse, then i:i
more powerful-~and more costlye=conceptual analysis routines would ?;

be called on to try to make sense of whatever was produced in the E;;?
tirst phase,[7) i:;
comeen i

(7] This argument does not imply that semantics {s not an
important factor {in gqguiding the first phase when the system is
looking for a parse vithin the usual stryztuyre of the language,
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In such a system, the language definition would reflect
constructions free of false-starts and other such anomalies) the
burden of dealing with these would be placed on the parsing systen
{nstead, While this would make nmore radical changes to the
current definiti{on system unnecessary, some changes would
undoubtedly be required, The definition would not have to
{ndicate all the possible errors, but {t would have to be tlexible
enough to allov the parser to deal with them, The exact details
deper.d on the parser, but the modifications to the definition
systcm promise to be less formidable than thode required to deal
with constructions like comparatives and conjunctions that occur

in errorefree utterances,

C, Syntax of the Language Defi{nition Language

For completeness and as a summary, this section presents an
annotated formal syntax of the language definition language, The
syntax s described by means of an extended version of BNF

notati{on (Backus, 1989), A BNF syntax rule has the formi

<p> 3313 pattern

meaning that Ppetype constructions must contorm to the given

pattern. When there are several alternative patterns, the rule

has the Zormt

<p> t1s pattern i | pattzin 2 ..o | Pattern n

r’,"..‘}"f: J‘ 1‘1'. oy ..‘ .!
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TR TV

where pattern (s a series of elements, each of which is one of the

tollowing:
-
- ELEMENT STANDS FOR
E < & getype construct,
i $x zZero or more occurrences of X,
? (X1,,,%xn) the sequence Xi to xn,
E (X1 losel xn) ene of the alternative xi°’s,
4 (X1eeoxn) optional sequence xi,.Xn, o
% any other symbol an occurrence of the symbol, fﬁé
éi In this formalism, a language definition has the folloevwing Ej;
g torms '

B
.- »

<language definition> :1:= LANGUAGE,DEF <¢declarations> <lexicon>

b
s<composition rule> ?;:
The declarations centain general information about the éii
language and have the syntax given by the following set of rulest ;?:
<declarations> pi= ${<decl>)) END; %ﬁ
<decl> 113 CATEGORIES <idsequence> | fii
3 ROOT CATEGORY <identifier> | .
:i AFFIXES <idsequence> | ;ﬁ{
;; <decl function> <function spec> | LEE
& ATTRIBUTES scattr decl> ENDATTRY o3
i <decl function> g3= RESPONSEFN | CATEGORYFN | RULEFN | WORDFN ﬁ}%
5% <function specd> 1tm <function named> | %ﬁﬁ
N LAMBDA (lcidsequence>)) <expressien>
-"?55
=
3:;7 ______________________
10
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<attr decl> i1t= <attr decl cats> (HAS | HAVE) <l{dsequence>

cattr decl cats> ti1=x ALL [EXCEPT <{dsequence>) | <idsequence>

<idsequence> ti® <jidentifier> ${, <identifier>}

The lexicon contains the definitions for the basic units of
the language, the words, The words are categorized, and for each
lexical category there is a category definition and a word class
definition, The lexical category definition specifies attriputes
and gactors for occurrences of words in this category, the
function to be Used {n combining factor vajues i{nto a composite
sccre, and the redundancy function to be wused with the word
definitions, The <ct command>’S, SCORE and RESCHEDULE, gqre used
to control the parser and are discussed further in the sections on

the language definition compi{ler and the parsing system,

<lexicon> 11= g{<lexical category dei> | <word class degd)
<lexical category de¢> 31z CATEGORY,DEF <category name>
s{<cdecl>)) ENDy
<cdecl> t11= ATTRIBUTES <cattr> ${(, <cattr>} |
FACTORS «<cfstat> ${(, <cfstat>) |
{SCOQRE | WORDFN} <function spec>
<cattr> 1313 <attribute pnamed> = <expression>
<cfstat> 138 <factor name> = <expression> | <cf comman 1>

<ef command> 1i1s (SCORE | RESCHEDULE) [IF <expression>)

The word class definition gives eacn vword in the category and

the attribute values shared by all instances of the word,
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o e

<word class def> 1w WORDS,DEF <category name> s<wvord def>
ENDWORDS} b

<vord def> pi1s <Clexical entry nane> (<word attrs>);

S - &

<word attrs> 1i1® <word attr> s{(, <word attrd)

<vord attr> 1is cattribute name> = <attribute value> %x:

The composzition rujes specify how words and phrases comnbine Ezﬁ
to torm other phrases, The rule pattern gives the sequence of fi%
attixes, words, and phrases to b2 combined and the category of the riw
resulting phrase, Other parts of the rule de¢ine attributes ang §<f
factors, name the score function, or ccmment on examples, ;;;

<compesition rule> i1is RULE,DEF <rule name>» <rule pattern>

g$ .<rule part>y)} END;

<rule pattern> 1= <category name> = [<pretix>) <constitd lﬁf
scconstit> [<suffin>)y A
<prefix> 1= <affix name>e S
. R
CSULLL{X> ti1m e<affix name> Lﬁﬁ

<constit> pis <constit spec> (1 <constit name>) Lo

;ﬁ <constit spec> 11s <category name> | "<token name>

il
13

.

<rule part> j1i1s ATTRIBUTES <rule attr> ${(, <rule attr>) |

FACTORS <rule factor> s{, <rule factor>) |

SCGRE <function spec> |

W\F""”‘""“w—?' B o
X x’r,afn",
PR R gt

- .

i EXAMPLES <text not containing "i">

o=

g

o The rule pattern must have one or more constituentr and may
b -

k. also specify affixes, If a constituent {s not explicitly named,

{t {8 given the name frem the <constit spec>., The <constit spec>

U
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;i can be aither a category name, indicating that the constituent Y
E 3205
Eﬂ must be a phrase of that category, or a token, in which case the e
£~
' <token name> must be {dentical to a <lexical entry name> for a S
| “ -
E word in the special category TOKEN, and the constituent must be an OV
£ 5'-'
L {nstance ot that word, kg
g‘ . l.-‘ _' "_:\
e : R
s The rule attribute statements either give an expression for NCAEN
a calculating the attribute value or indicate that the value s to e

L be copied from one of the constituents, A factor statenment s
either an expression for calculating a factor score or a (possibly

k
EEi conditional) command to the parser to calculate the composite :L;q
F-

I V %° E‘"—M -
B score, Gl
;f <rule attr> piz <attribute name> = <expression> | R
El cattribute name> s${, <attribute name>} FROM <const!t name> -
<rule factor> fi® <factor name> z cexpression> | e

SCORE (IF <expression>] e

{ The languaje definition language {s actually an extension of {ne
f an existing programming language, the System Development fj‘ﬁ}

Corporation’s INFIX LISP, The syntax of <identifier>’s and

cexpression>’s {n INFIX LISP §s Algolelike and (s not discussed L'an

{? here, When used {n a lexical category definition, an expression i
K3 may inelude references to word attributes by using the attribute f' l
k_ name like a free variable, Similarly, in a composition rule an §;f§

expression may rcference an attribute defined {n the rule by {ts .“-}:
[; attribute name, Also, {t may reference an attribute of a ;;;i;
|

constituent by a subexpression of the torm A(C) where A is the Tl
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attribute rane and C {3 the constituent name, Finally, {n rule o
g.ctor statements, the score of a constituent, C, may be ==

reterenced by SCORE(C), A9y

D. Language Definition Compiler and Internal Representation

.
sirtats e

The roie of the compiler {n the definition system {s to —

translate the external representation of the language into an ;ﬁﬁ

i internal form for use by the parser. The translation has three Iifﬂ
éé stepst external representation to first {ntermediate, first to E%%
; second {ntermediate, and, fi{nall - second {ntermediate to e
{nternal, The ¢f4rst {ntermediate representation (s a 1list ol
structurc containing the same i{nformation as th? external form but :5;
formatted for easy manipulation by programs rather than for ?i%

humans, The second {ntermediate representation has the same §§§

general structure as the ¢irst, but {ncludes the changes made by iiﬁ

the redundancy functions, The {internal ¢form s a complex E??
rapresentation anticipating the vatriots ways {n Wwhich the fﬁi
{nfermation will be used by the parsing systenm, i

=

1. Category and Rule Records ifs

The major components of the {nternal representation are Lij

records defining categories and composition rules, For each Eff
category in the language, there i{s a cat:gory reesrd containing , 2:%

the following {nformation:
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: (1) Attzibute symbol tablee-used to convert names of C L

.

P
"
R
=
s

attribytes defined for the category into unigque numerie b e
indices, :
(2) Word listwe-each word in the category is represented
in the 1{st by i{ts lexical entry name and an attribute
value array,

(3) Scora functionee-provided in the category definition

and used for words in this category to convert factor

values into a score, fi:;
(4) Composition rules=-a 1list of composition rule Fﬁﬁ,
records for all the rules that construct phrases of this g;:i
category, ;fg:
§ (5) Rule occurrences~=1ists the rules and pattern REaS
? positions vwhure this category appears as a constituent QTT,
E; specification, éii;b
% (6) Focus tables==reflect possible constituent {gﬁés
i structures of the category ¢for use in determining ?;;;
%E contlicts with the parser’s focus of activity (see the In-f
i section on The Parsing System for explanations of focus i 3
é of activity, ¢focus conflict, and the use of these ii;?~
N tables), ;ﬁ;&i
g (7) Factor functione~a LISP function created from Efﬁf&
D attribute and factor statements of the category i;;zf
% detinition and called by the parser to check for ﬁffﬁi
é predicted words (details given below), T
3- (8) Miscellaneous information such as the name of the ®
§$§§$if:h%$\* . ?3- ;} ........ ~: - o 2 e 0% RO e
A P b ATy R T B TS e T s o g B o e S oo LA PR -0 R, O e (1 i) Loy} S LOp i~ Qg o
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category and the names of factors,

The irternal representation of a composition rule is a &%ﬁ
record holding the following: ﬁﬁig
T
(1) Category~=pointer to a record representing the fﬁ?
category of phrases produced by this rule, %é;
(2) Affixes=~affix names, if any, for prefix and suffix, iii
(3) Constituent pattern=elist of constituent ia
name/constituent specification pairs,
(4) Score functionesprovided in the rule definition and e
used to combine factor values into a composite score, %ﬁf
() Factor function-=a LISP function ecreated from
attribute and factor statements and called by the parser .
to construct phrases according to this rule (discussed oA
belovw), E;gi
(6) Miscellaneous information such as the name of the Eii
, rule and the names of factors, ST
- o
;j 2, Factor Functions éQ}i
;; The most complex component of both category and rule A
g?f representations {s the factor function, The language definition gfﬁ
{¥? compiler converts the i{nformation {n tha attribute and factor éﬁi
:3 statements {nto a LISP function that can be calied during the e

parsing process, The function takes advantage of detailed
ol Knowledge of the data structures and runs=time variables used by

the parser, and, once compiled by the LISP compiler, is an "

« . S L4 . R I
Ety s e e e
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efficient form {n which to represent the attribute and factor

specitications,

The function {s constructed so trat tactors are
evaluated in the same order as they are listed in the second
intermediate representation, If any tactor evaluates to zero, the
rest are skipped, Attriputes are evaluated as they are neecded for
the evaluation of factors, or at the end i¢ no factor references
them, The factor commands SCORE and RESCHEDULE receive special
treatment, SCORE means call the score function with as many
factors as have been evaluated and confirm that the resulting
score {s above a certain threshold, 1If it {s not, the tfunction
terminates without evaluating any more attributes or factors,
This action may be worthwhile before a costly attribute and factor
combination such as the one that creates and tests the semantic
representation, There {s always an implicit SCORE at the end of
the tactors, The command RESCHEDULE can be used as a lexical
factor statement; it means £irst calculate the score and then
reschedule further processing on this word., The details of this
operat{on, such as hov to determine the priority at which the
turther processing is rescheduled, is discussed {n the section on

the parsing system, Both SCORE and RESCHEDULE can be c¢onditional

on the outcome of some test,(8)

(8) Rules often make SCOREing dependent on the parser variable
VIRTUAL being NIL, {ndicating that a permanent phrase is to be
constructed rather than a temporary, ‘virtual’ phrase, See the
discussion of <calculating phrase values {n the section on the
parsing system for more about virtual phrases,
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As indicated {n the description of the formal syntax of
the language definition language, the expressions for factor and
attribute statements are written in an extended version of 8DC
INFIX LISP, After conversior to a prefix form in the intermediate
representation, the expressions are further processed belore
inclusion {n the factor function, Attribute names are converted
to references to particular elements of the attribute value array,
For composition rules, references to constituent attributes are
converted to forms that access the corresponding item from the
constituent attribute array., All attribute and factor names are
replaced in the factor functions by array accesses Uusing numeric

indices,

To f{llustrate the operation of the language definition
compiler, the construction of sample factor functions is sketeched
for both a lexical category definition and a composition rule,
This also provides an opportunity to show the changes that take
place during the repregentation conversion from external to first
intermeaiate, then to second intermediate, and finally to
{nternal, The lexical definition is the simpler of the two and
will be treated f!rst, Figure Il-4 gives the external
representation of the lexical category definjition for category NP,
There i3 a single attripute statement to compute the SEMANTICS
from the WDSEMANTICS attribute of the Jlexical entry, The two
factor statements are simply a constant factor followed by an

unconditional RESCHEDULE command,
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Figure II=4 External Representation for a Category Definition

CATEGORY,DEF NP
ATTRIBUTES SEMANTICS = SEMCALL("SEMRNPS,WDSEMANTICS)}

FACTORS INIT = 80, RESCHEDULE;
END}

Figure IIe5 contains the first intermediate
representation of the category definition, The same information
is present but reorganized and put in a list structure for further
processing, The intermediate representation for a 1lexical
def¢inition {s @& five-tuple: category name, attribute
specifications 1list, tfactor specifications list, score function,
and vword redundancy function, Eaeh entry on the attribute
specifications 1ist is an attribute name followed by an expression
to compute the attribuyte value, Similarly, the entries on the
tactor specitications 1ist are name-expression pairs or factor
commands, SCORE or RESCHEDULE, optiona.ly followed by a test
expression, The NILS for score function and word redundancy

function simply indicate that these were not specified in the

external representation,

Figure II-5 First Intermediate Representation
for a Category Definition

(NP ((SEMANTICS (SEMCALL (QUOTE SEMRNPS) WDSEMANTICS)))
((INIT 80)
(RESCHEDULE))
NIL NIL)
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The second intermediate representation 1{s given in
Figure II-«6, The redundancy tfunction for category detinitions has
added three attributes and a factor, all related to matching the
proposed word to the inpUt signal, The MAPINFO attripute {s set
by calling the MAPPING function with the SPELLING of the word and
the propused position in the input given by the parser variables
PLEFT and PPIGHT, The value of MAPINFO will be a list of the left
word boundary, the rioht word boundary, and a score indicating the
degree of match, The first two elements of this 1fst determine
the LEFT and RIGHT attributes, respectively, and the third
element, the score, is passed to the MAPCNVT function along with
the STRING attribute of the wgrd to vield the MAPPING factor,
Finally, the redundancy function has specified WORDSCOREFN as the
score function for the category but has left the word redundancy

function NIL,

Figure II=6 Second Intermediate Representation
for a Category Definition

(NP ((SEMANTICS (SEMCALL (QUOTE SEMRNPS) WDSEMANTICS))
(MAPINFO (MAPPING SPELLING PLEFT PRIGHT))
(LEFT (CAR MAPINFO))
(RIGHT (CADR MAPINFO)))
(CINIT 80)
(RESCHEDULE)
(MAPPING (MAPCNVT (CADDR MAPINFQO) STRING)))
WORDSCOREFN
NIL)

Figure JI«7 gives the LISP factor function created by

the language definition compiler from the intermediate definition

------

v 4
AR, Y,

-

b
] 4
PR o

i & » .
e

.

oD

T
L

)

e R L. ,
o e ‘
-t - s el
PP v _ el

,.
PR R
P
S ',,:',:',.

g

= Y ¥ X Y. —
B MR S r"f

NI AR SRS SO
{0 © Bag )

L

R




oy

i3

SPEECH UNDERSTANDING RESEARCH Page Iled4 -
The Definition Systenm S

S

in Figure II=6, It is not necessary to 9o into all the details ot ;ﬂ&f
the function definition to make the most important points, The e

girst of these is that there is extensive dependency on details ot

the operation of the parser in the form of calls on parser

functions, references to parser variables, and direct manipulation &

of parser data structures, The Second point i{s that there i3 a Eﬁ&c
large {ncrease in complexity relative to the earlier ';%Zg
representations due both to the intricate relationship to the :ﬂ_:
parser and to the explicit presence of a variety of items such as é‘ff
control statements, 2zero tests for factors, score caleulation, élﬁg
score threshold tests, 1ist manipulation to save factor Values, gfh—

and array manipulation to record and access attribute values, The Oy

contrast bhetween the original detini{tion {n Figure JI=4 and the

tactor function in Figure II«7, which is only one component of the

%* internal category definition for use by the parser, shows the e

g: {mportance of separate external and inteinal representations and o :

?; the need for automatic compilation of the {internal ¢from the gfﬁﬁ

Ef external, N ?

f{ The translation from ex~“ernal to internal representation

T: {s even more striking for composition rules, Figure II=8 contains

A a rule definition taken from the SRI language definition, (It {s N

h; the full form of the rule used as an example earlier), The first f‘
{ntermediate form of the rule {s g¢iven in Figure II-9, An i?;f

5 {ntermediate rule representation is a fivestuple consisting of i :

E; rule name, rule pattern, attribute specifications 1ist, factor ifl%i

2 specifications 1l{st, and score function, The rule pattern is a S

[ L B T e e T e T e e
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1ist of category name, prefix, suffix, and constituents, Each
constituent is given as a name and constituent spociflcatlon pair,
The attribute and factor specifications lists and the score

function are the same as for lexical category defini{tions,

Figure II-7 LISP Factor Function for a Category Detinition

(NP,LEXFACTORFN (LAMBDA (CFALTWQRD)
(PROG ((CFALTATTRS (ROR (CADR CFALTWORD) (CADAR CFALTWORD)))
FACTV U VW XY 1)
(CASEGO (LENGTH (CDR CFALTWORD)) L1 L2 FIN)
Li
(NCONC CFALTWORD (CONS 80 NIL))
(SETG CFALTSCORE (APPLYX SCOREF CFALTSCORE (CDDR CFAUTWORD)))
(COND ((SLQ (SCRZ2INT CFALTSCORE) CTPRUNETHRESHHOLD) (GO PRUNE)))
(RETURN (QUOTE RESCHEDULE))
L2
(RPLACA (CDR CFALTWORD) (SETQ CFALTATTRS (COPYPRSARRAY
(CADAR CFALTWORD))))
(SETA CFALTATTRS 23 (MAPPING (GETA CFALTATTRS 22) PLEFT PRIGHT))
(COND ((EQ 0 (SETQ FACTV
(MAPCNVT (CADDR (GETA CFALTATTRS 23))
(GETA CFALTATTRS 3)))) (GO PRUNE)))
(NCONC CFALTWORD (CONS FACTV NIL))
FIN
(SETQ CFALTSCORE (APPLYX SCOREF CFALTSCORE (CDDR CFALTWORD)))
(COND ((SLQ (SCR2INT CFALTSCORE) CTPRUNETHRESHHOLD) (GO PRUNE)))
(SETA CFALTATTRS 316 (SEMCALL (QUOTE SEMRNPS)
(GETA CFALTATTRS 15)))
(SETA CFALTATTRS § (CAR (GETA CFALTATTRS 23)))
(SETA CFALTATTRS 2 (CADR (GETA CFALTATTRS 23)))
(RETURN (QUOTE SPAWN))
PRUNE
(RETURN (QUOTE PRUNE)

In Figure II=10, the second intermediate representation
is shown after the rule redundancy function has been applied to
increase the number of attributes from @& to 117, increase the

number of factor statements from 13 to 26, and specity the score

funnction, Finally, the immense factor function produced by the
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compiler is presented {in Figure II~ii, Like the lexical factor fgi
function, this one reflects detailed knowledge of the parser ;?;
design and {s much more complex and difficult to comprehend than ﬂé
the external representation, These would be critical defects it fﬁi
humans had to deal with factor functions directly; however, since :;E-
the functions are constructed automatically and never seen by the %35
researchers (except the ones debuqging the language definition ;Eii
compiler), what would be defects can be accepted as harmless side ;j—

effacts of the desire for efficiency,

ey —_
. 1 P
PR .

b
. . —
IS T .
. AT s T
R
. . - Y
N l\.l »
-. -. -l
- Y »
>
- )
", s
S S
1 S
5’).- - . .
v £ P
ol CSA
i‘ " _.‘- “"h
; P
A SEHECH
% o
« L. I-—
g - = n.'
r-‘, . -
.. .
- R
2 T
o i
E L
Li): W om o owm e a e e e e e, L
R = e AT R e T T
e * -"- - '- ..................
=
5 "'
'




SPEECH UNDERSTANDING RESEARCH Page II-47
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Figure Il-8 External Representation for a Composition
Rule Definition

RULE,DEF 88 S = AUXB NPiNP{ NPsNP2
ATTRIBUTES
RELN,CMU,FUCUS FROM NPQ,
MOOD = "(YN),
TRANS := 0,
AFFNEG FROM AUXB,
SEMANTICS = SEMCALL("SEMRS8,SEMANTICS(NP1),SEMANTICS(NP2)),
PITCHC s FINDPITCHC (PLEFT,PRIGHT))
FACTORS
GCASEY = IF GCASE(NP1) EQUAL "(ACC) THEN QUT ELSE 0K,
PROB = LKXi,
GCASE2 = IF GCASE(NP2) EQUAL "(ACC) THEN OUT ELSE OK,
MOOD1 = IF MOOD(NP1) EQUAL "(WH) THEN BAD ELSE 0K,
MOOD2 = IF MOOD(NP2) EQUAL "(WH) THEN BAD ELSE 0K,
NBRAGR} IF CMU EQUAL "(UNIT) THEN
(IF NB(AUXB) EQUAL "(SG) THEN 0K ELSE 0UT)
ELSE IF GINTERSECT(NBR(NP{),NBR(NP2)) THEN OK ELSE OUT,
NBRAGR2 a IF CMU(NP2) EQUAL "(UNIT) THEN OK ELSE
IF GINTERSECT(NBR(NP2),NBR(AUX3)) THEN OK ELSE OUT,
PERSAGR = IF GINTERSECT(PERS(NP1),PERS(AUXB))
THEN OK ELSE OurT,
FOCUS s IF FOCUS(NP1) EQ "INDEF AND FOCUS(NP2) EQ "DEF
THEN POOR ELSE 0K,
RELN = IF RELN EQ "T THEN
IF CMU EQUAL "(UNIT) THEN VERYGOOD ELSE OK,
SCORE IF NOT VIRTUAL,
STRESS = IF VIRTUAL THEN OK ELSE
SELECTQ STRESS(AUXB) WHEN UNREDUCED THEN GOOD,
PITCHC = IF VIRTUAL THEN 0K ELSE
IF PITCHC EQ "HIRISE THEN GOOD ELSE OKj
EXAMPLES
IS A LAFAYETTE THE SUBMARINE? (POOR)
IS IT A LAFAYETTE??2(GOOD,I,E, WITH HIRISE)
IS WHAT THE SURFACE DISPLACEMENT (BAD),
IS THE LAFAYETTE A SUBMARINE? (OK)j
END;y
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- Figure II~g First Intermediate Representation |
| tor a Composition Rule Definition c:

(S8 (8 NIL NIL (AUXB AUXB) (NP{ NP) (NP2 NP))
((RELN (RELN NP1))
(CMU (CMU NP1)) i
(FOoCUsS (FOCUS NP1)) B
(MOOD (QUOTE (YN))) oy
(TRANS 0) '
(AFFNEG (AFFNEG AUXB))
(SEMANTICS (SEMCALL (QUOTE SEMRS8) (SEMANTICS NP{) o
(SEMANTICS NP2))) &
(PITCHC (FINDPITCHC PLEFT PRIGHT))) -
((GCASE] (COND ((EQUAL (GCASE NP1) (QUOTE (ACC))) OUT) b
(T 0K))) -
(PROB LK1)
(GCASE2 (COND ((EQUAL (GCASE NP2) (QUOTE (ACC))) OUT)
(T 0K)))
(MOOD1 (COND ((EQUAL (MOOD NP1) (QUOTE (WH))) BAD) (T OK)))
(MOOD2 (COND ((EQUAL (MOOD NP2) (QUOTE (WH))) BAD) (T 0K)))
(NBRAGR{ (COND ((EQUAL CMU (QUOTE (UNIT)))
(PROGN (COND ((EQUAL (NBR AUXB)
T (QUOTE (S8G))) OK) (T OUT))))
i (T (COND ((GINTERSECT (NBR NPi) (NBR NP2); OK)
e (T 0UTY)))
e (NBRAGR2 (COND ((EQUAL (CMU NP2) (QUOTE (UNIT))) OK)
M, (T {COND ((GINTERSECT (NBR NP2)
ue (NBR AUXB)) 0K) (T OUT)))))
i (PERSAGR (COND ({GINTFRSECT (PERS NPi) (PERS AUXB)) OK)
e (T OUT))) .
(FOCUS (COND ((AND (EQ (FOCUS NP1) (QUOTE INDEF))
(EQ (FOCUS NP2) (QUOTE DEF))) POOR)
(T 0K)))
(RELN (COND ((EQ RELN (CUOTE T))
(COND ((EQUAL CMU (QUOTE (UNIT))) VERYGOOD)
(T 0K)))))
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(SCORE (NOT VIRTUAL))
¥ (STRESS (COND (VIRTUAL OK) L
X (T (SELECTQG (STRESS AUXB) (UNREDUCED GOOD) i
¢ NIL)))) s
- (PITCHC (COND (VIRTUAL OK) o
h (T (COND ((EQ PITCHC (QUOTE HIRISE)) GOOD) o
o (T 0K)))))) e
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Figure II=10 Second Intermediate Representation
for a Composition Rule Detinition

(38 (S NIL NIL (AUXB AUXB) (NP1 NF) (NP2 NP))

((PHRMAPINFQ (PHRM STRING PLEFT PRIGHT))
(LSTWD (PROGN (SETQ X STRING)

(COND ((OR (EQ X (QUOTE UNDEFINED))

(NULL (LASTEL X)))
(QUOTE UNDEFINED))
(T (LASTEL X)))))

(FSTWD (PROGN (SETQ X STRING)

(COND ((OR (EQ X (QUOTE UNDEFINED))

(NULL (CAR X)))
(QUOTE UNDEFINED))
(T (CAR X)))))

(STRING (APPENDALL (STRING AUXB) (STRING NP1) (STRING NP2))?
(BULK (ADDBULK 2 (BULK AUXB) 2 (BULK NPi) 2 (BULK NP2) 2))
(DEPTH (MAXDEPTH (DEPTH AUXB) 2 (DEPTH NP1) 2 (DEPTH NP2) 2))
(SIZE (ADDSIZE (SIZE AUXB) (SIZE NP1) (SIZE NP2)))
(RIGHT (SETRIGHT (RIGHT NP2) PHRMAPINFO))
(LEFT (SETLEFT (LEFT AUXB) PHRMAPINFOQ))
(RELN (RELN NP{))
(CMU (CMU NP1))
(FOCUS (FOCUS NP1))
(MOOD (QUOTE (YN}))
(TRANS 0)
(AFFNEG (AFFNEG AUXB))
(SEMANTICS (SEMCALL (QUOTE SEMRSS) (SEMANTICS NPQ)

(SEMANTICS NP2)))
(PITCHC (FINDPITCHC PLEFT PRIGHT)))
((NP2 (CSCORE (SCORE NP2)j)
(NP1 (CSCOKE (SCORE NZ1)))
(AUXB (CSCORE (SCORE AUXB)))
(BOTHFIXED (CHECKTIMES LEFT RIGHT))
(GCASE3] (COND ((EQUAL (GCASE NP1) (QUOTE (ACC))) 0UuUT)

(T 0K)))

(PROB LK{§)

(GCASE2 (COND ((EQUAL (GCASE NP2) (QUOTE (ACC))) 0UT)
(T 0K)))

(MOOD! (CUND ((EQUAL (MOOD NP1) (QUOTE (WH))) BAD) (T 0K)))
(MOOD2 (COND ((EQUAL (MOOD NP2) (QUOTE (WH))) BAD) (T OK)))
(NBRAGRY (COND (CEQUAL CMU (QUOTE (UNIT)))
(PROGN (COND ((EQUAL (NBR AUXB
(QUOTE (SG))) OK) (T OUT)I)I))
(T (COND ((GINTERSECT (NBR NP1) (NBR NP2)) OK)
T 0UT)))))




P T Rt
e ‘.nm t FICh

o) » *
R Pty W) U0 Y BT Tl Sy P,

SPEECH UNDERSTANDING RESEARCH Page

The Detinition Systenm

Figure 1I-10 Second Intermediate Representation
for a Composition Rule Definition (concluded)

(NBRAGR2 (COND ((EQUAL (CMU NP2) (QUOTE (UNIT))) OK)
(T (COND ((GINTERSECT (NBR NP2)
(NBR AUXB)) 0OK)
(T 0UT)))))
(PERSAGR (COND ((GINTERSECT (PERS NP{; (PERS AUXB)) OK)
(T OUT)))
(FOCUS (COND ((AND (EQ (FOCUS NPi) (QUOTE INDEF))
(EQ (FOCUS NP2) (QUOTE DEF))) POOR)
(T 0K)))
(RELN (COND ((EQ RELN (QUOTE T))
(COND ((EQUAL CMU (QUOTE (UNIT))) VERYGOQD)
(T 0K)))))
(8CORE (NOT VIRTUAL))
(STRESS (COND (VIRTUAL 0OK)
(T (SELECTQ (STRESS AUXB)
(UNREDUCED GOOD) NIL))))
(PITCHC (COND (VIRTUAL OK)
(T (COND ((EQ PITCHC (QUOTE HIRISE)) GOGD)
(T 0K)))))
(DEPTH (DEPTHSCORE DEPTH))
(BULK (BULKSCORE BULK))
(SCORE (NOT VIRTUAL))
(PHRMAPPING (COND (VIRTUAL OK)
(T (PMCHECK PHRMAPINFO STRING))))
(SCORE (NOT VIRTUAL))
(COART (COND (VIRTUAL OK) (T (COART (RIGHT AUXB)
(LEFT NP1)))))
(COART (COND (VIRTUAL OK) (T (COART (RIGHT NPY§)
(LEFT NP2)))))
(SCORE (NOT VIRTUAL))
(SEMANTICS (SEMCHK SEMANTICS)))
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Figure Il=11 Factor Function for a Composition Rvle Definition

(S8 ,FACTORFN (LAMBDA NIL (PROG (U VW XY Z)
(COND ((EQ 0 (SETA RFFACTORVALS { (CSCORE
(NTHEL RFRHSSCORES 3)))) (GO FAIL)))
(COND ((EQ 0 fSZITA RFFACTORVALS 2 (CSCORE
(NTHEL RFRHSSCORES 2)))) (v0 FAIL)))
‘ (COND ((EQ 0 (SETA RFFACTORVALS 3 (CSCORE R
3 (NTHEL RF YSSCORES 1)))) (&0 FAIL))) S

T N . b % B e QTR e M

4’ Z'

Y (SETA RFATTRS 3 (APPEN: ALL (GETA RFCLATTRS 3) S
1 (GETA RFCJATTRS 3) (GETA RFCIATTRS 3))) Tt
. (SETA RFATTRS 20 (PHRM (GETA RFATTRS 3) PLEFT PIICGHT)) S
; (SETA RMATTRS 2 (SETRIGHT (GETA RFC3ATTRS 2) i*““j
5 (GETA RFATTRS 20))) -
(SE™A RFATTRS { (SETLEFT (GETA RFC{ATTRS 1{) sl

(GETA RFATTRS 20))) RRA

(COND ((EQ 0 (SETa LEFFACTORVALS 4
(CHECKTIMES (GETA RFATTRS 1! (GETA RFATIRS 2))))
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